
6.1 Covariance Matrix

The log likelihood is
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Taking expectations over many realizations of the data Xi we get
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The covariance matrix is thus
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The estimated (population) mean and variance are uncorrelated.

1

Jasper Wall
6.1 Covariance Matrix

Jasper Wall



